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Data Intensive Computing?

o Derive “actionable knowledge” or
“Insights” from massive data?

0 Data drives computing?

O More computing (than “usual
applications”) per data item?
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NU-MineBench

Algorithms

Category Description

Clustering Mean based data partitioning method
Clustering ;ueztﬁyéjoglc based data partitioning
Clustering Hierarchical data segmentation method
Clustering Density based grouping method

Classification

Statistical classifier

Classification

Decision tree based classifier

ARM

Horizontal database, level-wise mining
based on Apriori property

ARM

Vertical database, equivalence class
based method

Bayesian Network

Hill-climbing search method for DNA
dependency extraction

Bayesian Network

Microarray based structure learning
method for gene relationship extraction

Expectation Maximization

Phylogenetic tree based structure
learning method for gene sequencing

Pattern Recognition

Stochastic Context-Free Grammar
based RNA sequence search method

Support Vector Machines

Recursive feature elimination based
gene expression classifier

Dynamic Programming

Smith Waterman optimization
method for DNA sequence alignment
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http://cucis.ece.northwestern.edu/projects/DMS/MineBench.html

Example Difterences in Observed
Metrics

*Parameters shown are “Per Instruction” values

Benchmark of Applications

Parameter <1205 MediaBench TPC-H ezt Ile!
Data References 0.807 = 0.550 0.568 0.483 1.565
Bus Accesses 0.00/ = 0.012 0.001 0.005 0.043
DILBERT 3 by Scott Adams

WE HAVE A GIGANTIC
DATABASE FULL OF

EXCELLENT. WE CAN
USE NON-LINEAR

IF THAT'S THE
SAME THING AS

CUSTOMER BEHAVIOR
INFORMATION.

www.dilbert.com scottadams@aol.com

MATH AND DATA
MINING TECHNOLOGY
TO OPTIMIZE OUR
RETAIL CHANNELSI

SPAM, WE'RE
HAVING A GOOD
MEETING HERE.

Am

Il‘ﬂ-iw © 2000 United Feature Eyndit.lte. Ing.

March 9, 2006

SOS 10



Complexity Issues



User Perspective: It is already (e

¢ Ll

very complex!

Scalable Apps, data analysis, SDM

o Based on a lot of current e tiab il N Redbond l Retilied § Redines

ap pS 7'y 7'y 7'y 7'y

o High-Level - . . :
m E.g., NetCDF, HDF
m Applications use these

Parallel netCDF/HDF/..
MPI-10

Parallel File System

o Mid-level
= E.g., MPI-IO 11
m Performance experience switch
O Low Level network

m E.g., File Systems ¥

m Critical for performance in

above 1/0 1/0 1/0
Server Server Server

o — SO St
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Some Complexity Dimensions

Data Access
Patterns

Usage Model
(Immediate/Archival)

Software Layers

(High-Level/MPI/Filesystem)

% Access Type
[ verwrite/Streaming)
c D
o O
Storqge Systc_ams o3
(Active/Passive) = Fault-tolerance
8 N—r
c
&)
O
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HEC File System

e@—’?& User Burden Complex non-portable optimization space

streaming/ /

configuration -

e Next decade

. Regularfirregular

Local/remote

*BW 10X? Yes in spec, no in
observed

eSpindle count — don’t care

*Ineffective interfaces -Concurrency 10X? Yes, but

: : don’t want to see it
*Non-communicating layers

«Seek Efficiency — too low level

Non-portable for user to even think about?
eFailures — User should not see
them!
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Make it a Service

Current Goal

___ Smalllarge . .

configuration -

: : Speed
" aching " icadbaiance | oo
. collective " Faulttolerance | | | | atency
reorganize | NSURGErStand QoS

Regular/irregular

(-
(A
O
=
()]
Q

e user burdened
* Ineffective interfaces

* Non-communicating layers
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